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Computing (Al) for efficient green stuff

VD %
OPTIMIZATION MODELING PREDICTION
Plant and export layouts Wind and wave Being able to predict the
and robustness. modeling for solar, wind demand and production
and tidal energies. leads to efficient
production.
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Green energies and resilience

__TIDAL ENERGY

=» Modeling and prediction of turbulent ocean flows.
Power generation with tides.

=» High resolution wind prediction
Offshore wind generators.
lleJo]l[etdle)g] /mpact of wind in solar generation.

=» Ecological impact of industries.

=» Understand catastrophes and their impact.




Ok, computing can help us reduce the
environmental footprint...

..but, what about the impact of
computing itself?

i

BETTER MODELS
Deep, reinforcement,
transfer, active
learning, etc.

: BETTER HARDWARE

I GPUs were developed
: for rendering graphics,
| but are the best !
1 hardware for machine
| learning.

________________
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BETTER DATASETS
Important effort to
create challenges
datasets: vision,
natural language, etc.
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Progress in ML has come at the expense of
exponential needs of computing power

Two Distinct Eras of Compute Usage in Training AL Systems

............
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Amodei, D, Hernandez, D, Sastry, G, Clark, J, Brockman, G, & Sutskever, I. (2018, May 16). Al and Compute. OpenAl. https com/blog/ai-and-compute
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Common carbon footprint benchmarks
in Ibs of CO2 equivalent

Roundtrip flight b/w NY and SF (1

passenger) | 1,984
Human life (avg. 1 year) I 11,023
American life (avg. 1 year) - 36,156

US car including fuel (avg. 1 lifetime) EPAH)]
Transformer (213M parameters) w/
neural architecture search 626,155

E.Strubell, A. Ganesh and A. McCallum. Energy and Policy Considerations for Deep Learning in NLP. Annual Meeting of the Association for Computational Linguistics (ACL short). Florence, Italy. July 2019,
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increase tenfold by 2030,

accountlng {Or between ~ Shivevfcummunlcaﬁonfes::l:.\le‘vuf‘lubil electricity
o) o
20...50%
of global electricity use. -
1. Cédric Villani, Marc Schoenauer, Yann Bonnet, Charly Berthet, Anne-Charlotte Cornut, Francois Levin, - Mﬁﬁd L
Bertrand Rondepierre (2018) Al for Humanity. https//www.aiforhumanityfr i 4 L
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HPC, Al, ML, simulation,
:
] modeling, etc.
(]
solution | Sl
R - — o
Nature has provided a lot of COMPUTER
inspiration for the Al/ML area: SCIENCE VIABLE ECO WORLD
> neural networks, X . .
L learning theories, tHPC, Al, ML, simulation, modeling, etc.
b evolutionary computing, etc. . .
Energy-conscious computing
Itis about time to return the
favor!
lreia—



HPC, machine learning and
power comsumption

. Scalable, accesible and
e environmentally friendly AL

%

GreenAlI
Pre-CLIMATAmSud
GREEN Al + SUSAIN PUC-Rioke3 - Inria TAUL N (Saclay)
i e A (| coord:Invia Chileiml I
GreenAl
CLIMATASud (2021-2022) SusAIn
LNCCEE - CMMm (Sustainable Al)
. 3 S — Inria Associated Team (2021-2023)
Web: https:/greenai.inria.cl U Replblica= - U, Astncién= ot e A
Inria Spiraishi § (Lille) coord: Inria Spiraisi I + CMMEs=
coord: Inria TAUNLE + Inria ChileBe i I
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SELF-SCALING AND
CLOUD COMPUTING

- Move data and processes to where greener
energy is available.

SMART EXPERIMENTATION

- using optimization tools to focus the

The solution: g,
a multifaceted
approach

MODEL REUSE AND
TRANSFER LEARNING




Two distinctive scenarios that require different solutions

Training Inference
- High demand of resources: - Current state of the art models (i.e.
- Big masses of data, and particularly, transformers) do not scale as-is.
- Power-hungry GPUs. . .
- To take these results into edge/mobile
- Aggravated by the need of hyperparameter tuning. computing and loT scenarios:
- eg.impossible to determine optimal - ie.phones, security cameras, etc.

network topology.
- Current "expensive" AutoML.

- Limits access to technology to a few powerful
companies.
- They are starting to monetize it directly: i.e.
OpenAl's GPT3.

=

DTN

@)

Each scenario requires a different approach.

- The good news: we do it once, use many times. X
There are actually many more scenarios.

-
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It is unlikely that we get right of GPUs (or TPUs) at
training time.

Better
H ardware There are hardware alternatives at use time:

-  Field Programmable Gate Arrays (FPGASs),
Application-Specific Instruction-set Processors
(ASIPs), etc.

We should also keep exploring the use of low-precision
computing:

Reducing the quality (and therefore length) of the
floating-point representation of numbers.




« These results show that these programmers . .
lacked knowledge of how to accurately measure Everything starts with how we code, how we schedule,

ftware energy ption. » and organize resources.

GenPack: Towards Green Job Scheduling Frameworks

Google Borg Trace - Job Completion Time

[InfluxDB T GenPack | Swarm |

B . o 100
Enabling power monitoring of software systems -
Understanding the distribution of energy among software S e § 60
g 4 random +
- spread
20 i -
Software Hardware : gk &
npb-p-mg.C.8 - 820.19« dram-s1 - 7822.20 e e 0 10m ?Om 30m
Node (nursery)) | Node (young) | | _ Node (old) Job Duration

npb-p-ep.D.16 - 35431'
Power Consumption (1 Hour of Borg Trace)
cpu-s1 - 80351

100% ey T
80% =
npb-p-cg.D.16 - 88838|

dram-s0 - 109900

Normalized Energy
(Joules)

system - 82.264
kernel - 15.79
Jowerapi-sensor - 317.04« €pu-s0 - 92768
npb-p-1u.C.8 - 5200.3m

spread random  binpack  genpack

institut
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Romain Rouvoy (2020). Al for Green Computing vs. Greening Al. ACM GECCO 2020 Workshop “Green Al: Evolutionary and machine learning solutions in environment, renewable and P

ecologically-aware scenarios” g -
A —
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HPC efficiency optimization and auto-tuning

Roofline model for evaluating Al applications

Observed characteristics DT:
> Balanced in memory and processing requirement
> The bottleneck is DRAM memory
b They have low arithmetic intensity and GFLOPs

g | e |l ol posaReerR ek s s et ety 3 g
Integer Scalar Add Peak: 62.04 GINTOPS,
‘Scalar Add Peak: 51.4 GFLOPS

5
8
1 Ban

.
cwigh; 22232085

01 °
0,01
4
0.001
00001 OPRyte et nre
0007 004 007 01 04 07 1 4 710
Vitor de 54, V, KI6h, V,, Schulze, B, and Ferro, M. (2020). Anélise d e de requisi ionais utilizando o modelo Roofline: Um estudo para aplicagdes de .
inteligéncia artificial e do NAS-HPC. In WSCAD 2020 -WIC Ve
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Al and ML pipelines are very computationally intensive but
not continuously run:

Cloud
Training: when we fit a model to the data available, very

COIIlputlng costly but run infrequently -or maybe once.
for AI? L Punctual use of expensive computing equipment.

L GPUs are both expensive to acquire and expensive to
operate (high energy demands, cooling, etc.).

Prediction: using the model to make decisions, low
computing requirements and used very frequently.

L High-availability low cost computing.

Patterson, D, Gonzalez, J, Le, Q, Liang, C, Munguia, L.-M, Rothchild, D, So, D, Texier, M, & Dean, J. (2021). Carbon Emissions and Large Neural Network Training. In arXiv [cs.LG]. arXiv. >
httpy/arxiv.org/abs/210410350 -
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Not all cloud locations are the same

For example, different cloud locations and their CO, impact (indirectly, cost)

Hardware type Hours Used Provider Region of Compute Hardware type Hours Used Provider Region of Compute

compuTE compuTE

2,94 KWh x 0.

In West Europe it would emitted less CO2.

https://mlco2.github.io,



Self-scaling computing facilities make available a

Self_scallng pool of shared resources.
and ClOUd Optimally schedule computing time.
Computing Cloud computing allows to pick the location where

programs will be run.
Code is mobile!

We can, for example, "track the sun"and ensure
that the Al/ML processes use renewable sources.

"the choice of DNN, datacenter, and processor can reduce
the carbon footprint up to ~100x - 1000x.""

1. Patterson, D,, Gonzalez, J, Le, Q, Liang, C, Munguia, L-M, Rothchild, D, So, D, Texier, M, & Dean, J. (2021). Carbon Emissions and Large Neural Network Training. In L

arXiv [cs.LG]. arXiv. http://arxiv.org/abs/210410350 7
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Finding the right configuration of the
hyperparameters probably where more energy is
consumed.

Smarter
experimentation:

Better AutoML

=» This is an optimization problem => NP-Hard problem
=» Neural architecture search, AutoML, AutoDL, etc.
=» Go beyond 'regular' hyperparameter search

=» However, better approaches like evolutionary
computing is here to help!
..but they need populations of individuals, hence
more energy.

This is a multi-objective optimization problem!

-
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High performance comes at high cost

Comparing SGD Vs. SVM efficiencies Cost of training a SVM classifier

1e8

— sGD 30
— SVM

energy consumed (J)
energy consumed

040 045 050 055 060 065 070 075
04 0.5 0.6 0.7 0.8 0.9 accuracy
accuracy

Romain Rouvoy (2020). Al for Green Computing vs. Greening Al ACM GECCO 2020 Workshop “Green Al: Evolutionary and machine learning solutions in environment, renewable and

ecologically-aware scenarios" L
&&’Zm/—
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Measuring
Al's footprint:
proxies

Carbon emissions generated.
Electric energy consumed.
Floating point operations.

Elapsed time used for execution.

A 20 2R 2

Number of parameters (weights) and
hyperparameters.

MLCommons Power Working Group:

Create power measurement techniques for various MLPerf
benchmarks that enable reporting and comparing energy
consumption, performance and power of benchmarks run on the
submission systems.

h ://mlcommons.org/en/groups/best-practices-power, L
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To look for methods that adapt their complexity
automatically to the complexity of the problem
being solved.

Self
adaptation

Neural networks based on adaptive resonance
theory (ART) and growing neural gas (GNG) have
rules to adapt themselves to the complexity of the

m » problem.

This self-adaptation is best profited when using

, ' cloud-based infrastructure.

2 bezia—~

Model reuse and transfer learning

Source labels Target labels

Small
amount of

data/labels
Large
amount of
datal/‘labels Source model de" e Target model /
Source data I
Target data
I E 9. PASCAL

2% lrzia—




Active learning and sample efficiency

Learning
model 6

fitted model

Unlabeled
dataset
=AL1y 0y Ty,

dataset

L= {%y; ;& }
Y= {yl’ "'7ynl}

}

Active query
selection

27

28

ln

The combination of mitigation factors

..(c/s)hould be posed as an
optimization problem

ln

vUa—

za—



BB

Inria Challenge

area:
> neural networks,
> learning theories,

OcéanlA

Artificial etc.
Intelligence and _ _
Modelling ot hat
for

Understanding

Climate Change

https://oceania.inria.cl
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The OcéanlA team
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Biology Bioinformatics

Ecology

N,
NEURAL INFORMATION
. PROCESSING SYSTEMS

31

V4
OcéanIA
ﬁ Nature has provided a lot of
R inspiration for the Al/ML

> evolutionary computing,

How the ocean helps to How to protect this
mitigate climate change? mitigation effect?

-
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EMISTRAL

Environmental Monitoring and
Inspection Sailboat via
Transfer, Reinforcement and
Autonomous Learning

ource: Beckler, J. S, et al.. 2019). Coastal Harmful Algae Bloom Monitoring viaa
Sustainable, Sail-Powered Mobile Platform. Frontiers in M, 1e Science, 6 (O
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Thank you! Obrigados!
Merci! - jGracias!

Questions?

Find more in greenai.inria.cl




